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Abstract 

Plant safety and reliability analysis is a complex task often with a need for computer support. 
The phases of the analysis are information collection, qualitative hazard identification, system 
modelling and analysis, and consequence assessment. Computer software tools have been devet- 
oped for different analysis tasks. They are very useful in the automation of the routine parts of 
the analysis. However, knowledge-based techniques are needed in the development of more pow- 
erful tools. This paper gives a short review of software tools developed for the documentation and 
calculation tasks of safety and reliability analysis. The main emphasis is on describing and eval- 
uating the possibilities of knowledge engineering to support human reasoning in hazard identifi- 

cation and system modelling. An example of an advanced software environment, STARS, for car- 
rying out multi-level knowledge-based safety and reliability analysis is presented. 

1. Introduction 

Plant safety and reliability 
phases: 

analysis consists in general of the following 

1. Collection of plant specific information, definition of the objectives and 
boundaries of the analysis, and description of the activities and systems to be 
studied. 
2. Qualitative hazard identification in which possible events and scenarios are 
identified and a preliminary assessment of their hazard potential is made. 
Methods used in this phase include different preliminary hazard analysis 
(PHA) methods, hazard and operability analysis (HAZOP), failure modes 
and effects analysis (FMEA) , etc. 
3. System modelling and analysis during which detailed logic models, describ- 
ing the deep causes of the above-mentioned events and scenarios, are con- 
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strutted and analysed. The methods used in this phase are fault tree analysis 
(FTA) , event tree analysis (ETA), Markov analysis and possibly methods for 
human reliability assessment and dependent failure analysis. 
4. Consequence assessment in which the consequences of hazardous events and 
scenarios are modelled and analysed in detail. In this phase, the physical models 
for chemical release atmospheric dispersion, fire and explosion are used. 

In the overall process of plant safety analysis, a vast amount of data and 
information is to be elicited and manipulated, and complex calculations have 
to be performed. It is therefore obvious that computer support is essential. 

In this paper, recent developments in computer support for plant safety as- 
sessment are discussed. The first computer applications concerned mainly rou- 
tine calculations of reliability, availability and accident frequency based on 
fault trees, and the calculation of gas releases and dispersions based on phys- 
ical models. The next stage was to get assistance for the documentation of an 
analysis-for example, to draw a fault tree or to document the results of a 
HAZOP study. The third stage in the development of computer aids for safety 
analysis were programs aiding the diagnostic tasks in an analysis. This attempt 
to automate several earlier manual tasks has been continued with improved 
efficiency using knowledge engineering techniques. 

Some of the tools that can be used to perform the analysis in Phases 2 and 
3 are described. A short review of conventional computer programs supporting 
the documentation tasks-writing down IIAZOP results, drawing fault trees, 
etc.-or carrying out mathematical calculations of fault trees is given first. The 
main emphasis is, however, on describing and evaluating the possibilities of 
knowledge engineering techniques in more demanding human reasoning tasks, 
such as hazard identification and system modelling, particularly the construc- 
tion of fault trees. Consequence assessment (Phase 4) is left out from this 
article due to the large volume of research and number of applications on that 
research area. A review on this topic has recently been made by Kakko [ 11, 

Mostly, safety and reliability analysis tools address a particular analysis task. 
In order to support the whole spectrum of activities, there is a need for an 
environment designed for computer-aided plant safety assessment. The STARS 

(Software Tool for Analysis of Reliability and Safety) project discussed in this 
paper among other topics is one attempt to create such an environment. 

2. Hazard identification and qualitative analysis 

The early stages of safety analysis aim at the identification of potential haz- 
ards relating to the analysed system. Initial safety assessment may even be 
carried out when only general level information about the plant and the prod- 
ucts, raw materials and main reactions is available. The methods used at that 
stage are mainly based on the application of key words and check lists. In 
general, those methods can be called PHA methods. 
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When the first block drawings of a process are available, systematic methods 
like HAZOP study become applicable. However, the knowledge on the process 
and its detail is still incomplete, which makes automatic computer-based anal- 
ysis problematic. Instead, interactive computer programs which support the 
analyst by presenting relevant information and providing flexible tools for doc- 
umentation are useful. The intention is to combine the capabilities of the com- 
puter program and the human analyst in an efficient way. 

2.1 Docunaentation tools for hazard identification 
A simple flexible tool for documentation can be a valuable aid in the routine 

tasks of HAZOP and other similar methods which produce large amounts of 
textural documentation. CAFOS [ 2 ] was one of the first attempts to that direc- 
tion. Several programs have become available for that purpose recently with 
the growth of the personal computing community. These programs are based 
on the well known text processing and spreadsheet calculation techniques. One 
example of such commercial microcomputer programs is SAnDoc [ 3 1. Another 
example is HAZOP-PC [ 41, which is a commercial personal computer software 
package to facilitate the performance of hazard analyses for industrial systems 
using the HAZOP method. Its primary function is to provide means for re- 
cording the results of a HAZOP study as the study is conducted. In addition to 
HAZOP specific word processing capabilities, it includes facilities for using 
and editing check lists and calculating risk rankings. 

2.2 Automatic hazard identification 
It would be most desirable to develop such intelligent support tools for haz- 

ard identification which in addition to documentation support, could provide 
diagnostic information and automatically carry out analytic tasks. However, 
the automatic identification of hazards would require an extensive process data 
base and a large knowledge base of heuristics for the hazard identification rea- 
soning. The following is a list of typical process data needed in that kind of 
reasoning: 
( 1) process topology (process units, components, pipelines ); 
(2) component characteristics (type, size, material, etc.) ; 

(3) control and protective systems: 
(4) process substances and inventories; 
(5) chemical reactions; and 
(6) phases of batch processes. 
The heuristics should include knowledge on the presence of hazards in differ- 
ent combinations of process characteristics and models for the propagation of 
process parameters through process components. 

Even if all the above-listed data and knowledge is available, the results of 
the automatic study will contain a certain amount of erroneous and irrelevant 
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information due to the lack of background (common sense) knowledge. Fur- 
thermore, a great deal of the results will be trivial to an experienced anaIyst. 

A better alternative is to allow user interaction during the computer-aided 
analysis. When the user has the control, the paths of the analysis leading to 
trivial results can be easily avoided. Of course, one has to keep in mind that 
such paths could sometimes unexpectedly lead to non-trivial and important 
findings. Those findings can, in some cases, turn out to be the most important 
result of HAZOP studies. Therefore, a carefully designed interactive analysis 
procedure with flexible facilities for editing the results would seem to be the 
most promising approach to computer-aided knowledge-based hazard 
identification. 

So far, a few attempts have been made to automate hazard identification to 
some extent. Parmar and Lees [ 5 ] describe a method for modelling fault prop- 
agation for the purpose of hazard identification in process systems. Other ap- 
proaches concerning off-shore platforms and electronic circuits, respectively, 
are described by Reeves et al. [6] and Lehtela [ 71. Some important factors 
which have slowed down the development in that area summarized below: 
1. Limited amount of resources are usually allocated for hazard identification. 
Therefore, it is difficult to find time for the collection and input of required 
process data. On the other hand, the variety of existing computer-aided design 
(CAD) systems prevents the automatic use of design information in a general 
manner. 
2. In general, hazard identification techniques can not achieve their goal by 
just processing data efficiently. Idea processing in hazard identification is based 
on heuristics and experience-based information, common sense knowledge often 
focusing the work. If the use of guide words (words which guide the consider- 
ation of the process, plant area, environment, etc. ) and data is systematized, 
there is the danger that hazard identification becomes too much like the meth- 
ods used in the modelling phase and less capable of identifying such hazards 
that can not be revealed with a routine walkthrough of the system. 
3. When the results of hazard identification are documented by using computer 
support, a hazard identification data base is created in addition to the paper 
documents. Such a data base gives the possibility for flexible updating of the 
analysis when changes take place. However, this requires that the hazard iden- 
tification software includes flexible documentation facilities. Otherwise the 
user will prefer to use ordinary text processing software for documentation. 
This sets additional requirements for the automatic features, too, since the 
results of automatic identification should contain a reasonable amount of rel- 
evant findings to be useful. On the other hand, the results should not contain 
a significant amount of irrelevant information because then the user has to 
spend time in cleaning up the results, which decreases the value of the tool as 
a documentation tool. 
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2.3 Knowledge-based support for hazard iderttification 
The use of knowledge engineering techniques is one way of developing the 

principles of automatic hazard identification further. These techniques pro- 
vide means for the use of incomplete and unstructured information and for 
reasoning about the relevancy of automatically generated results. 

On example of the first developments in knowledge-based hazard identifi- 
cation is HAZOPEX [8,9] which is a research prototype expert system with 350 
HAZOP rules. The aim of HAZOPEX is to support the HAZOP analysis ofpro- 
cess systems. Relevant deviations from the normal process state are analysed, 
and their causes and consequences are identified and remedies planned. HA- 

ZOPEX is designed for the use of a process designer. The intention is to make 
HAZOP analyses an integral part of process design. This means earlier iden- 
tification of defects and errors in the design, and hence better and more eco- 
nomic possibilities for achieving a safe and reliable process system. The effort 
required for a systematic HAZOP study is reduced to a lower level and the 
quality of the results is guaranteed. 

The piping and instrumentation diagram (PID ) and complementary infor- 
mation on the process and its components are required as input. During the 
analysis there is a HAZOP form on the display where the results of the inter- 
active analysis are presented. The PID of the process is on the screen beneath 
the HAZOP form and canbe accessed easily. The user controls the analysis 
through an interface based on menus. HAZOPEX goes systematically through 
all possible deviations in different parts of the process. It generates analysis 
results and makes suggestions which the user can accept, reject or complement. 
However, the user can choose the analysis object or the deviation of most in- 
terest if the systematic procedure seems unsuitable. 

The current version of HAZOPEX was developed for research purposes. 
Therefore, the flexibility and effectiveness of the user interface do not fulfill 
the requirements of industrial use. However, the basic principles of interaction 
have been found appropriate. Symbolics workstation and KEE (Knowledge En- 
gineering Environment) were used as the development environment in order 
to enable rapid prototyping and testing of the basic ideas. A more standard 
environment would be needed for industrial use. 

The basic reasoning method of HAZOPEX combines the use of experience 
about the causes of deviations and the systematic analysis of process structure. 
The search starts from a deviation in a tank or in a line, and proceeds to con- 
necting parts of the process following the process structure. On the first level, 
the system tells in a general form the potentially affecting disturbances and 
failures inside the studied part, and the deviations and disturbances at its link- 
ages to neighbouring parts. These experience-based general level causes are 
described separately in a set of rules for each deviation type. The rules contain 
conditions which check whether the cause is possible in the process under study. 
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A cause is attached to a result deviation only if its condition is true. The con- 
ditions generally study whether there are such components at a proper location 
in the process which could cause the deviation in case of failure. A more de- 
tailed description of the inference method in HAZOPEX can be found in [ 81 and 
PI. 

The knowledge base has been evaluated with two small case studies. The 
first one was an ammonia storage system analysed by a safety analysis expert 
with the assistance of one of the HAZOPEX developers. One important finding 
was that the nature of a HAZOPEX-aided analysis is quite different from typical 
manual analyses. The considerations go into more detail, which makes the 
analysis more accurate but slow. In the evaluation of the rule base for causes, 
it was found that HAZOPEX could identify 60% of the causes in some form and 
the rest had to be given by the user. This could reflect the division of the iden- 
tified causes into typical ones found with routine analysis and special ones 
found with careful consideration of the problem’s special characteristics. If a 
tool like HAZOPEX could carry out the routine part almost automatically, more 
time would be left for creative analysis work by the human analyst. A compar- 
ison to simultaneous manual analysis of the same system indicated that HA- 
ZOPEX is able to find most of the causes for deviations, the most important 
exception being such causes that would require deeper understanding of the 
behaviour of processed substances to be revealed [ 81. 

The second case study was a reactor with multiple inputs. The results of the 
case study confirmed our findings about the potential role of HAZOPEX in safety 
analysis and plant design. 

Based on the case studies and discussions, it seems possible that a tool like 
HAZOPEX could increase and predate the use of hazard and operability studies 
as a design tool. The next phase of development would be to transfer the cur- 
rent prototype version of HAZOPEX to an engineering workstation environ- 
ment, and to create a better interface and more extensive knowledge base which 
would meet production use requirements. The results and experiences from 
the development are currently used in the international STARS project de- 
scribed later in this paper. 

3. Systems modelling and analysis 

The most popular method for performing detailed level safety and reliability 
analysis is fault tree analysis. It is therefore no surprise that a wide set of 
computer codes to support fault tree analysis have been developed. In general, 
the fault tree analysis involves two main tasks: 
1. The modelZing task: the construction of logic system models that describe 
how critical events (top events ) , identified in a previous hazard identification 
or qualitative analysis phase, are caused by combinations of elementary events 
like component failures, human errors or other, 
2. The logic and quantitative analysis of the models constructed with the aim 
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to determine the minimal cut sets and to calculate numeric estimates and un- 
certainty bounds, for example, system failure frequency or accident sequence 
frequency. 
It turns out that the bulk of the available computer tools support the second 
task. This is quite normal since it is this task that can be more easily described 
in algorithmic terms and implemented into a classic computer code. 

Although many efforts have been spent already since the early 1970s in de- 
veloping informatic support in the modelling stage, most of the more successful 
attempts were limited to provide fault tree drafting and editing capability, 
without giving any “intelligent” support to the process of system modelling. It 
is only recently, with the advent of expert system technology, that a real break- 
through has occurred in this field. 

3.1 Fault/event tree logic and probabilistic analysis codes 
Many codes exist for determining minimal cut sets (MCSs) and for perform- 

ing various kinds of numerical calculations on these cut sets. Because there are 
so many FTA codes, we will refrain from giving a description of these and just 
give a short overview. 

Basically, three main techniques exist for determining MCSs: 
(1) combinatorial techniques: try out combinations of events up to a certain 

order; 
(2) top-down or bottom-up substitution: substitution of gates by their cut sets 

taking into consideration the laws of Boolean algebra; and 
(3) Monte Carlo simulation. 

Whereas in the earliest day, FTA codes were based on combinatorial meth- 
ods for MCS determination, today almost all analytical codes use top-down or 
bottom-up substitution combined with powerful modularization techniques. 
Moreover, many codes allow the use of logic or probabilistic thresholds so that 
only the most significant MCSs are determined. In this way, the necessary 
computer time and memory can both be reduced. 

Monte Carlo simulation needs a lot of computer time and has the problem 
that one is never sure that all important MCSs are found. However, codes 
based on simulation can be a good solution for the analysis of very large fault 
trees, e.g. trees modelling an accident, sequence as obtained in the fault tree- 
linking approach. 

Most codes only deal with coherent fault trees. The analysis of non-coherent 
fault trees is possible by simulation methods. Some codes allow performance 
of an approximate analysis of non-coherent fault trees based on the assump- 
tion that the negated events in the tree have a probability close to 1. Therefore, 
the tree can be pruned from those events except in cases were negated events 
could combine with their complements and hence give rise to impossible cut 
sets. 

The following gives a (incomplete) list of codes: 
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1. Monte Carlo simulation codes: 
(a) REM0 [lo] 

(b) MOCARE (also non-coherent trees) [ 111 
(c ) CRESSEX, CRESSC and CRESSCN (also non-coherent trees ) [ 12 ] 

2. Analytical codes: 
(a) FAUNET (top down) [13] 
(b) RISA (top-down} [ 141 
(c) CM-MC (bottom-up) [15] 
(d) FTAP (top-down and bottom-up) [ 161 
(e) PHAMISS (top-down and bottom-up) [ 171 
(f) RELVEC [18] 

(g ) NEWSALP (top-down and bottom-up ) [ 19 ] 
(h) SALP-MP (bottom-up) [ 201 

3. Combinatorial codes: 
(a) PREQUAL [21] 
(b) PREP-KITT [22]. 

3.2 Fault/event tree workstations 
To reduce the mechanical subtasks, such as data transcription, and to reduce 

the likelihood of making errors, integrated software systems for fault/event 
tree drafting, manipulation and analysis were developed [ 23-261. Such codes 
allow trees to be drawn interactively on a screen and include facilities for mod- 
ification of the trees, introduction of reliability parameters, passing the tree 
description to the analysis program, etc. 

Fault/event tree workstations, as they are often called, have become quite 
popular. For larger projects, where more systems have to be analysed, the use 
of such workstations is almost a necessity. They provide a number of functions 
that are of great help in systems modelling: 
1. They can help the analyst to choose unique event and gate labels so that 
mistakes in the logic structure are avoided, 
2. They often provide the possibility to link with a data base containing relia- 
bility parameters for different types of components. In this way the work and 
the likelihood of making errors related to the data transcription process are 
reduced; 
3. The possibilities to easily modify the structure of the tree or the data of the 
events make them invaluable for making sensitivity analyses; 
4. The straightforward (graphic) input makes it easier to check the trees; 
5. For plant level analysis, it is possible to create a library of system or subsys- 
tem trees that can be easily merged or combined in different ways in order to 
model different sequences. Fault/event tree workstations provide a natural 
engineering environment for performing system analysis. However, they fail 



to support the actual modelling of the system itself and therefore do not give 
any “intelligent” contribution. 

3.3 Automatic fault tree construction codes 
Automatic fault tree construction generally involves 127 ] : 

I. A description of the system in terms of component, their behaviour and the 
interactions between them. Such description is mostly limited to a topological 
one as given by a PID diagram, but experience has shown that functional or 
process-related information should also be used [ 281. 

2. An algorithm which translates the system description in relation with some 
top-event (system state) into a fault tree. 

Experience has pointed out that there is no simple solution for fully auto- 
matic fault tree construction. The problem of fault tree construction is not an 
easy one to solve and requires a deep understanding of the system to be ana- 
lysed. One of the problems is that it is difficult to imagine, in general, all the 
information and knowledge on a system needed by a computer code to con- 
struct the fault tree for a particular application. Often in manual fault tree 
construction, the information collection process is an iterative one, and at least 
partly driven by questions arising during the system modelling itself. For au- 
tomatic construction all the information and knowledge must be given in ad- 
vance, and moreover must be formalized in a computer readable format. 

A second problem is that analysts use quite a lot of general technical knowl- 
edge and experience (heuristics) in modelling the system, e.g. to make moti- 
vated simplifications or to go into greater detail on some critical issues. It is 
hard to include this in a conventional computer code. Therefore, the most suc- 
cessful attempts to automate fault tree construction concern interactive codes 
and, as explained later, expert systems. 

The codes for automatic fault tree construction can be subdivided in two 
categories according to the approach chosen to represent the system under 
analysis: 
1. Component based: “local” component behaviour models (i.e. describing 
components independent of their role in the system) are used, and the system 
is described by its topology only. Examples are the CAT code [ 29 J, the CAFTS 
code [ 27 ] and the RIKKE code [ 30]_ 
2. Functional, structural based: the system is represented by its functional 
structures (process loops, control loops, by-pass lines, stand-by lines, etc. ) 
without necessarily describing the detailed components behind these. A graph 
describing these functional structures is constructed and from this graph the 
fault tree is derived. Examples of this approach are the DIGRAPH approach 
[ 313 , the “control loop structures” approach [ 32 ] and the method proposed in 
[331- 

In the CAT code, the component models take the form of decision tables. The 
tables describe how different states for one process variable at the input, lead 
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to other states at the output in function of the component internal state. The 
CAT algorithm starts with an output state at a component and then goes in the 
upstream direction to search for the combinations of input and internal states 
that lead to the starting state. 

A drawback of the original CAT method is that the models are single param- 
eter models, i.e. they describe, for example, only flow or only pressure, and 
hence are unable to express the influence of pressure on flow. Another problem 
is that the search algorithm is unidirectional: from output to input. Therefore 
difficulties arise for states which can be caused by both upstream and down- 
stream causes, or for situations in which the flow may be reversed, and hence 
inputs become outputs and vice versa. 

In the RIKKE code, the component models take the form of sets of mini fault 
trees that describe transfer functions between inputs and outputs considering 
component internal states. The models consider many process parameters 
(flow, pressure, etc) and various levels of deviation of these parameters (e.g. 
low, very low, zero ). Fault trees generated by RIKKE can be overly complex 
since they may contain branches that are irrelevant for the system and process 
analysed. This is due to the fact that a RIKKE component model tries to de- 
scribe exhaustively the behaviour of a component isolated from its environ- 
ment. However, in an application, the component behaviour is restricted by its 
function in the system under analysis. Consider, for example, a heat exchanger, 
in a particular system, the heat exchanger will have a function (to cool, to heat, 
etc. ) and, hence, cold and hot sides accordingly. The RIKKE model will consider 
all possible situations exhaustively without knowing how the component is 
used in the particular application. Since the fault tree construction algorithm 
does not foresee any interaction to enter functional information or to guide 
the modelling, irrelevant branches may be developed. 

The DIGRAPH method consists of constructing a graph in which each node 
represents a process variable. The edges represent the relationships between 
the process variables and the gain that the variables can undergo in case of 
disturbances (e.g. because of component failures). The construction of the 
fault tree is performed by starting from a process variable deviation in a node 
and by backtracking its causes through the graph. 

The control loop approach is similar to DEGRAPH. The system is subdivided 
into loops. For each of these, the components involved are identified and mini 
fault trees for the loops are constructed. The loop then is integrated into the 
system logic and assumes a role similar to the node in the DIGFUPH approach. 

In both approaches, the component-driven one and the functional structure- 
driven one, the crucial difficulty still remains the same: to describe exactly the 
role a component, or, set of components play, in the system. In the component- 
based methods, this difficulty gives rise to the generation of irrelevant or im- 
possible branches in the tree, or to the fact that the tree is incomplete. The 
structure-based methods merely transfer the problem to the user who first has 
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to construct (manually) a graph in which the functionalities are expressed in 
a formal way. 

Some more specific drawbacks are summarized below: 
(1) Most codes require a very rigid formalism for describing the system and 
require the description to be complete in all senses before starting the fault 
tree construction. Hence, the formalism must be designed in such a way that 
it can capture the necessary information under all circumstances. This is dif- 
ficult to realize. 
(2) Once the fault tree construction is started, it is impossible to interact with 
the construction process, e.g. to make motivated simplifications or to make it 
possible to use the analyst’s knowledge. 
(3) Component models that have to be generic cannot be very detailed, so there 
is a trade-off between detail and broader applicability of models. In an inter- 
active approach, models can be adapted to the particular situation during the 
construction process. 
(4 ) Some codes have inherent restrictions, e.g. considering only one process 
parameter during modelling or tracing causes only in one direction in the sys- 
tem network. 

A recurrent argument against complete automation is that fully automatic 
codes for fault tree construction reduce one of the major benefits of fault tree 
analysis, namely, the deep understanding of the system behaviour that the 
analyst gains while modelling the system [34]. Indeed, manual system mo- 
delling involves an important process of learning through analysis about po- 
tential system malfunctions and their causes. On the other hand, by using 
automatic methods it is possible to guarantee completeness and correctness 
with respect to the underlying assumptions. Automatic models also decrease 
the likelihood of errors in logic and increase the comparability of different 
analyses. 

4. Integrated knowledge-based environments 

4.1 Multi-level analysis of process systems 
Multi-level analysis of a process system represents a suitable strategy for 

minimizing the need for resources in plant description and for eliciting com- 
plementary plant-specific information for the internal steering of the analysis 
work. The basic idea is to start when the first preliminary descriptions of the 
plant are available. At this level, the analysis results remain general, mostly 
revealing the types of hazards and their effects on the system. The results 
represent both a review of the design and a more detailed specification for 
further design. 

When more detailed information is available the analysis can be continued 
by using both the new, more detailed, description of the plant and the analysis 
results obtained at the less detailed level. The aim of this approach is to min- 
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imize the necessary plant description effort and to prioritize the analysis to 
the most significant hazards at the plant. The basic ideas of the multi-level 
analysis of a plant are illustrated in Fig. 1. 

The results of hazard identification and analysis are then employed when 
selecting the units and hazards for the most detailed investigation which is 
made with fault trees. In this case, these units are described in the form of 
piping and instrumentation diagrams. The earlier studies are mainly based on 
more general information such as block diagrams and flow sheets. 

In multi-level analysis, the less detailed levels of analysis produce such plant- 
specific information on hazards which can be used to automatically guide the 
fault tree construction process to focus on factors relevant in that specific pro- 
cess. In the following, the approach developed in STARS for multi-level safety 
analysis is described. 

4.2 Overview of STARS 
STARS is an integrated software package containing tools for preliminary 

screening of hazards, more systematical hazard identification, modelling of the 
hazardous event chains, quantification of the hazards, and consequence mo- 
delling. The on-going STARS development is carried out by the Joint Research 
Centre and Tecsa (Italy), Rise National Laboratory (Denmark) and VTT 
(Finland). The activities covered by STARS include: 
(1) Plant representation: STARS enables the analyst to specify a top-down de- 
scription of the plant under analysis in terms of the functions, substances and 
processes involved, the PIDs or functional diagrams of the system(s), the 
characteristics of the components and the description of system operation, 
process control and protection. The plant representation is stored into four 
knowledge bases (KB ) : one concerning the plant functional units (the plant/ 
unit KB) , one regarding the substances (the substance KB), one regarding the 
(chemical) processes (the reactions KB ) and one concerning the plant com- 
ponents and systems (the component KB). The plant description process is 
guided by the prestored knowledge present in the four knowledge bases. This 
prestored knowledge includes data, models, rules and heuristics that describe 
the behaviour of generic process units, components and that give information 
on characteristics of substances and various types of industrial reactions. This 
prestored knowledge is used, in conjunction with the more plant specific in- 
formation provided by the analyst, by the knowledge-based modules in STARS 
that support the hazard identification and system modelling tasks. 
(2) Qualitative analysis: a plant level tool is used for the identification of haz- 
ardous events or event sequences, and the ranking of such events and event 
sequences in terms of the severity of their consequences. This knowledge-based 
qualitative analysis tool emulates the reasoning and investigation processes 
applied during HAZOP analysis and failure modes and effects analysis (FMEA) 
and uses the knowledge stored in the plant/unit, substance and reaction KBs. 
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(3 ) Event sequence modelling: a mechanism is provided to structure the iden- 
tified events and event sequences into logic models. This includes construction 
of event trees and/or master fault trees. 
(4) Systems modelling: an expert system can be used to construct logic models 
for the system malfunctions that appear in the event sequences or event se- 
quence models. This includes the construction of fault trees and the generation 
of state graphs or transition matrices. Moreover, a tool is foreseen to help the 
identification of dependencies between subsystems or components. Both these 
tools use mainly the component KB. 
(5) Model analysis: codes are integrated for the logic and/or probabilistic anal- 
ysis of the constructed models for systems and event sequences. This includes 
event tree analysis, fault tree analysis and Markov analysis. Moreover, the 
analysis phase considers also the quantification of dependencies if dependent 
events have been identified in the previous task. 
(6) Consequence analysis: modules are being integrated for a preliminary 
screening of consequences based on severity, for the assessment of the physical 
effects of the identified events or scenarios, and for the evaluation of the con- 
sequences of these effects on man and installation (vulnerability analysis). 

An important objective of the STARS project is to bring plant safety and 
reliability analysis closer to the design and process engineer, by offering a com- 
plete environment with the “feel and touch” of more classic tools such as CAD 
tools. Another important asset is that all modelling is performed from the sys- 
tems representation as residing in the KBs. This means that all information 
and assumptions underlying the analysis are documented and that a certain 
level of standardization is achieved in the way a plant is described and modelled. 

In the following, the knowledge-based qualitative analysis and fault tree 
construction methodologies of STARS are described in more detail. 

4.3 Hazard identification in STARS 
The STARS qualitative analysis tool (QUAL) helps the user to recognize po- 

tential hazards of the process plant and event chains leading to those hazards. 
The definition of priorities for the hazards and possible corrective measures is 
also supported. The main purpose of the priorities in this case is to help the 
user to focus the further analysis on the most important hazards or the most 
critical parts of the plant. 

With QUAL, three methods can be utilized and combined to identify potential 
hazards and event chains: 
(1) Free and inspired idea processing. 
(2) Interactive knowledge-supported construction of event chains based on 

HAZOP logic. 
(3) Check lists, guide word lists and data bases of previous analyses and 

experiences. 
When QWAL is started, a display for the potential hazards (Potential Problems 
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Notebook window) and event chains (Qualitative Safety Analysis window) is 
presented to the user. In addition, there are windows for mini-sized process 
graph and for frame display. 

The results of idea processing can be written down in the special window in 
which the automatically identified potential hazards also are displayed. On 
request, QUAL can also inspire the idea processing by suggesting guide words 
from the check list. QUAL has knowledge about failures, deviations and conse- 
quences that might occur in different unit types. The knowledge resides in 
separate substance, reaction, plant/unit and component knowledge bases which 
are utilized also by the other modules of STARS. This generic knowledge, com- 
bined with the plant-specific data that the user has put in, can be used by QUAL 
to construct an initial set of potential hazards and event chains automatically. 
Depending on the amount of the plant-specific data, the event chains that 
QUAL constructs are general and incomplete to a certain extent. Because of 
that, the user should always check and modify the event chains. 

The key idea in the construction of event chains is that the user selects an 
interesting event from the list of potential problems to be examined as the top 
event of the tree. Another possibility is that the user selects an interesting unit 
and one deviation, and starts to build the tree to both directions (causes and 
consequences) from that initial event. The inference is carried out in a back- 
ward chaining manner which means that the possibility of an event is evalu- 
ated by checking whether the conditions specified for the occurrence of that 
event hold. The conditions can represent other events which are evaluated by 
the backward chaining process. 

Check lists, guide words and data bases of QUAL can be utilized to aid the 
modification of automatically constructed event chains. Check lists are (hi- 
erarchical) lists of questions that are used to confirm that all the essential 
aspects have been taken into account. In practice, the check lists are very ap- 
plication dependent. Guide word lists are lists of words which generally de- 
scribe environmental, structural and functional factors that may affect to the 
safety. Guide word lists can be used with various applications. The user is 
allowed to modify the documentation of the analysis (e.g. potential problems 
list and event diagram), and also to modify the knowledge used to generate 
results. 

The process description needed for automatic analysis at the highest level is 
a set of process units or a unit diagram. The end results of QUAL analysis are 
diagrams of event chains, equivalent HAZOP form representations and differ- 
ent summary listings. The event chains begin from macro component level 
deviations which can be analysed further with the STARS fault tree construc- 
tion tool. 

4.4FaulttreeCOnstructionin STARS 

In the STARS environment, an expert system is used for fault tree construc- 
tion [ 35 1. The inference engine performs the construction of the fault tree 
logic for the given system and top event in two phases: 



460 

(1) First a macro fault tree is constructed which develops the top event in 
terms of states of the principal components in the system (i.e. the component 
typically present on the system PID or functional diagram), but without mo- 
delling how these states are on their hand caused by underlying basic causes. 
The macro fault tree construction is performed using generic production rules 
that are instantiated for the system topology. Formally, one could say that the 
generic first-order logic rule base is relocated using the specific system topology 
and function into a zero-order logic rule base from which the fault tree is de- 
rived. The fault tree is equivalent to a search tree of the zero-order logic rule 
base. This search tree is developed by a backward chaining process from the 
goal state (top event). The inference engine uses metarules that describe which 
set of rules model accurately the behaviour of a component given the context 
(e.g. function of the component in the system, system structure, etc. ) . 
(2 ) Next, each principal component state (macro fault tree event) is further 
developed into its underlying causes, not only causes originating from behav- 
iour of the principal component itself, but also causes originating from auxil- 
iary and control. systems, or any other systems functionally linked with the 
principal component. To perform this, the inference engine uses a rule base in 
which detailed causes of component states are given as a function of the com- 
ponent operating characteristics, its connections with control and protection 
circuits, etc. 

6. Conclusions 

The development of computer aids has reduced the time and resources needed 
in safety and risk analyses. Currently, several commercial programs are avail- 
able for mathematical calculations and documentation of results. The research 
and development made in the field of knowledge engineering and experts sys- 
tems has given interesting and promising results. 

Expert system technology seems to be promising for computer-aided fault 
tree construction for the following reasons: 
(1) During systems modelling, the analyst has to consider a large amount of 
information under various forms: the system topology, system functions, how 
the system is operated, the component states and their failure modes. More- 
over, general technical knowledge is continuously used to make short cuts and 
simplifications and to avoid impossible ramifications. Expert system technol- 
ogy deals with such various forms of knowledge and provides ways to take 
heuristics into consideration. 
(2 ) The reasoning process involved in fault tree construction is exactly the 
same as the one used in goal-driven rule-based expert systems: starting from a 
top event, the causes leading to this event are explored in a backward chaining 
way. 
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(3) Expert systems can easily accommodate new knowledge arising from new 
experience or better understanding of the system behaviour. 
(4) Expert systems can explain their reasoning so that the analyst can become 
aware of why particular ramifications in the analysis were included and hence 
the learning aspect involved in manual hazard identification and system mo- 
delhng can be maintained. 

There are, however, several problems to be solved before knowledge-based 
safety analysis will be a common tool in process design. Typical problems are 
(1) Describing the plant to the computer. This is an often tedious and time- 
consuming task. The need for resources can be reduced by multi-level analysis 
of the plant. In this case, the analysis can be started with a preliminary de- 
scription, and more detailed information is given only on those subsystems 
that are the most critical. Another alternative is to extract the process descrip- 
tion automatically from a CAD system. This, however, usually requires tailor- 
ing in different companies while the CAD systems vary much both in hardware 
and software. 
(2) Validity of the knowledge base-how much irrelevant information is pro- 
duced automatically and how much important information is missing. These 
are crucial questions in knowledge-based analyses. The amount of irrelevant 
information can be reduced in several ways: first of all, by using a good struc- 
ture in the knowledge base; by employing functional process-specific infor- 
mation from the very beginning of the analysis; and by using a multi-level 
interactive approach. How to cover all the important information on process 
hazards is a more difficult task. This depends on the quality of the expert 
knowledge and experience behind the knowledge base. In this area, all new 
tools need to pass a thorough validation where independent manual and au- 
tomatic analyses on the same systems are carried out. 
(3) Change in design culture. The use of advanced computer tools in different 
phases of process design requires changes in the design culture. Here, two dif- 
ferent logic processes need to be employed-a creative generation of design 
alternatives, and a critical analysis of the weakness of the generated alterna- 
tives. Designers should use new tools as a part of the quality management of 
their own work. This requires education and changes in working practices. 

The foIlowing expected benefits motivate the development of new computer- 
aided safety anaIysis methods and the associated changes in the design culture: 
(1) Safety of alternative designs is assessed earlier which leads to cheaper and 
better controlled changes, 
(2) More detailed specifications to steer the system design are produced by 
the early evaluation of alternatives, 
(3) A constant quality level of safety analyses is maintained by the division of 
safety analysis into a routine part integrated to design and a creative manual 
part to be carried out by a separa&e analysis team in the later stages of design, 
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(4) The results of computer-aided safety analysis are represented in a more 
comprehensive and flexible manner than the results of manual analysis, 
(5 > It is easy to update and extend the results when more experience is gained 
or changes are made to the process. 

The experiences and examples presented in this paper show considerable 
interest and growing effort in using knowledge engineering, mainly expert sys- 
tems, in the field of safety analysis and safety management. This trend will 
continue in increasing international co-operation for developing systems and 
tools corresponding to the need in several countries, as the final objective is 
the effective use of experience and expertise worldwide for managing the dif- 
ficult problems of safety and reliability of process systems, both in design and 
operation. 
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